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Previously on Errors…
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Random errors

• measurement error
• reading error
• counting error
• sampling error

Population
unknown parameters

𝜇, 𝜎, …

Sample
size 𝑛

known statistics
𝑀, 𝑆𝐷,…

Statistical estimator is a 
sample attribute used to 
estimate a population 
parameter

• mean, median, mode
• variance, standard deviation
• correlation

Standard deviation

𝑆𝐷 =
1

𝑛 − 1
 

𝑖=1

𝑛

𝑥𝑖 −𝑀
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Standard error

𝑆𝐸 =
𝑆𝐷

𝑛

Sampling distribution of the 
mean – distribution of sample 

means from repeated 
experiments



4. Confidence intervals I

“Confidence is what you have before you understand the problem”

Woody Allen
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Confidence intervals

 Sample mean, 𝑀, estimates the true mean, 𝜇

 How good is 𝑀?

 Confidence interval: a range [𝑀𝐿, 𝑀𝑈], where 
we expect the true mean be with a certain 
confidence

 This can be done for any population 
parameter

 mean

 median

 standard deviation

 correlation

 proportion

 etc.

Population
unknown mean 𝜇

unknown standard deviation 𝜎
other parameters

Sample
size 𝑛

mean 𝑀
st. dev. 𝑆𝐷

other statistics

Sample no.
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Sample mean, 𝑀

Confidence interval
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What is confidence?

 Consider a 95% confidence interval of the mean [𝑀𝐿, 𝑀𝑈]

 This does not mean there is a 95% probability of finding the true mean in [𝑀𝐿, 𝑀𝑈]

 The true population mean is a constant number, not a random variable!

 If you were to repeat the entire experiment many times

 95% of cases the true mean would be within the calculated interval

 5% of cases (1 in 20) it would be outside it (false result)

sample
mean

95% CI

population
mean

sample size 𝑛 = 30



Why 95%?

 Textbook by Ronald Fisher (1925)

 He thought 95% confidence interval was 
“convenient” as it resulted in 1 false 
indication in 20 trials

 He published tables for a few probabilities, 
including 𝑝 = 5%

 The book had become one of the most 
influential textbooks in 20th century statistics

 However, there is nothing special about 95% 
confidence interval or p-value of 5%
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Ronald Fisher

 Probably the most influential statistician 
of the 20th century

 Also evolutionary biologists

 Went to Harrow School and then 
Cambridge

 Arthur Vassal, Harrow’s schoolmaster:

I would divide all those I had taught
into two groups: one containing a
single outstanding boy, Ronald Fisher;
the other all the rest

 Didn’t like administration and admin 
people: “an administrator, not the 
highest form of human life”
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Ronald Fisher (1890-1962) 



Sampling distribution

 Gedankenexperiment

 Consider an unknown population

 Draw lots of samples of size 𝑛

 Calculate an estimator from each 
sample

 Build a frequency distribution of 
the estimator

 This is a sampling distribution

 Width of the sampling 
distribution is a standard error
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Examples of sampling distribution

106 samples of 𝑛 = 5 from 𝒩(20, 5)



Sampling distribution of the mean

 The distribution curve represents all 
samples

 Keep the region corresponding to the 
required confidence, e.g. 95%

 Reject 2.5% on each side

 This gives a confidence interval of the 
mean
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100,000 samples of 5 mice from normal population 
with 𝜇 = 20 g and 𝜎 = 5 g

Mean body weight calculated for each sample



Sampling distribution of the mean

 The distribution curve represents all 
samples

 Keep the region corresponding to the 
required confidence, e.g. 95%

 Reject 2.5% on each side

 This gives a confidence interval of the 
mean

 In real life you can’t draw thousands of 
samples!

 Instead you can use a known probability 
distribution to calculate probabilities
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100,000 samples of 5 mice from normal population 
with 𝜇 = 20 g and 𝜎 = 5 g

Mean body weight calculated for each sample



Sampling distribution of the mean

 For the given sample find 𝑀, 𝑆𝐷 and 𝑛 let 
us define a statistic

𝑡 =
𝑀 − 𝜇

𝑆𝐸

 Mathematical trick – we cannot calculate 𝑡

 Gedankenexperiment: create a sampling 
distribution of 𝑡
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100,000 samples of 5 mice from normal population 
with 𝜇 = 20 g and 𝜎 = 5 g

Mean body weight calculated for each sample



Sampling distribution of t-statistic
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Confidence interval of the mean

 Statistic

𝑡 =
𝑀 − 𝜇

𝑆𝐸

has a known sampling distribution: 
Student’s t-distribution with 𝑛 − 1
degrees of freedom

 We can calculate probabilities!

Student’s t-distribution

This is the t-distribution for 1, 2, 5, 15 and 
degrees of freedom. For large number of 
d.o.f. this turns into a Gaussian distribution.



William Gosset

 Brewer and statistician

 Developed Student’s t-distribution

 Worked for Guinness, who prohibited 
employees from publishing any papers

 Published as “Student”

 Worked with Fisher and developed the t-
statistic in its current form

 Always worked with experimental data

 Progenitor bioinformatician?
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William Sealy Gosset (1876-1937)



William Gosset

 Brewer and statistician

 Developed Student’s t-distribution

 Worked for Guinness, who prohibited 
employees from publishing any papers

 Published as “Student”

 Worked with Fisher and developed the t-
statistic in its current form

 Always worked with experimental data

 Progenitor bioinformatician?
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William Gosset’s calculator
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Confidence interval of the mean

 Statistic

𝑡 =
𝑀 − 𝜇

𝑆𝐸

has a known sampling distribution: 
Student’s t-distribution with 𝑛 − 1
degrees of freedom

 We can find a critical value of 𝑡∗ to cut off 
required confidence interval

 Use tables of 𝑡-distribution or any 
statistical package

 Confidence interval on 𝑡 is [−𝑡∗, +𝑡∗]

 𝑡∗ can be found from tables or by 
software

Confidence interval of 𝑡
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Confidence interval of the mean

 We used transformation

𝑡 =
𝑀 − 𝜇

𝑆𝐸

 Confidence interval on t is [−𝑡∗, +𝑡∗]

 Find 𝜇 from the equation above 

𝜇 = 𝑀 + 𝑡𝑆𝐸

 From limits on 𝑡 we find limits on 𝜇:

𝑀𝐿 = 𝑀 − 𝑡
∗𝑆𝐸

𝑀𝑈 = 𝑀 + 𝑡
∗𝑆𝐸

 Or

𝜇 = 𝑀 ± 𝐶𝐼

where confidence interval is a scaled 
standard error

𝐶𝐼 = 𝑡∗𝑆𝐸

Confidence interval of 𝑡



Sampling distribution of t-statistic
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Exercise: 95% confidence interval for the mean

 We have 7 mice with measured body weights 
16.8, 21.8, 29.2, 23.3, 19.5, 18.2 and 26.3 g

 Estimators from the sample

𝑀 = 22.16 g
𝑆𝐷 = 4.46 g
𝑆𝐸 = 1.69 g

 Find the 95% confidence interval for the mean
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Exercise: 95% confidence interval for the mean

 We have 7 mice with measured body weights 
16.8, 21.8, 29.2, 23.3, 19.5, 18.2 and 26.3 g

 Estimators from the sample

𝑀 = 22.16 g
𝑆𝐷 = 4.46 g
𝑆𝐸 = 1.69 g

 Critical value from t-distribution for one-tail 
probability 0.025 and 6 degrees of freedom

𝑡∗ = 2.447

 Half of the confidence interval is

𝐶𝐼 = 𝑡∗𝑆𝐸 = 4.14 g

 Estimate of the mean with 95% confidence is

𝜇 = 22 ± 4 g 22.16 ± 4.14 g



Confidence interval vs. standard error
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𝜎𝑚 =
𝜎

𝑛

Width of the sampling distribution

Standard error Confidence interval



Confidence interval vs standard error
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How many standard errors 
are in a confidence interval?

What is the confidence of 
the standard error?
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Confidence interval vs standard error
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1.96

Number of standard 
errors in a 95% CI

Confidence of
a standard error

0.68

Large samples:

95% 𝐶𝐼 ≈ 2 𝑆𝐸

Confidence of SE is ~68%

Sample size



YOU NEED
more

REPLICATES
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SD, SE and 95% CI

 Normal population of 𝜇 = 20 g and 𝜎 = 5 g

 Sample of 𝑛 = 8 and 𝑛 = 100

 Whiskers in the box plot encompass 90% of data – nothing to do with 90% confidence 
interval



Exercise: confidence intervals

 Experiment where a reporter measures 
transcriptional activity of a gene

 Day 1: 3 biological replicates

 Day 2: 5 biological replicates

 Normalized data:

 95% confidence intervals for the mean:

Day 1: [0.87, 0.94]

Day 2: [0.56, 0.84]

 What can you say about these results? What 
else can you do with these data?
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Day 1 0.89 0.92 0.90
Day 2 0.55 0.76 0.61 0.83 0.75

𝑝 = 0.03



Confidence interval of the median

 We do not build a sampling distribution

 Draw one random sample of 𝑛 points, one by one: 𝑥1, 𝑥2, … , 𝑥𝑛

 Population median 𝜃 property: 𝑃 𝑥𝑖 < 𝜃 =
1

2
and 𝑃 𝑥𝑖 > 𝜃 =

1

2

 For each data point we have fifty-fifty chance

 Let 𝜃 = 20, 𝑛 = 8
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14.5 15.1 15.2 19.0 21.1 21.4 23.1 28.0

14.6 21.2 22.1 22.1 22.5 24.1 24.3 25.1

𝑃 = 0.27

𝑃 = 0.031



Confidence interval of the median
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14.5 15.1 15.2 19.0 21.1 21.4 23.1 28.0

14.6 21.2 22.1 22.1 22.5 24.1 24.3 25.1

𝑃 = 0.27

𝑃 = 0.031

0.004
0.031

0.11

reject 2.5% reject 2.5%

0.004
0.031

0.11

0.22 0.22

0.27

We need to interpolate to find exactly 95% confidence interval

Hettmansperger, T. P. & Sheather, S. J. 1986. Confidence-Intervals Based on Interpolated 
Order-Statistics. Statistics & Probability Letters, 4, 75-79.



Confidence interval of the median: approximation

 Sample 𝑥1, 𝑥2, … , 𝑥𝑛

 Sorted sample 𝑥(1) ≤ 𝑥 2 ≤ ⋯ ≤ 𝑥(𝑛)

 Find two limiting indices:

𝐿 =
𝑛

2
−

𝑛

4

𝑈 = 𝑛 − 𝐿

 Standard error of the median

 𝑆𝐸 =
x 𝑈 − 𝑥(𝐿+1)

2

 Confidence intervals

 𝑀𝐿 =  𝑀 − 𝑡
∗ 𝑆𝐸

 𝑀𝑈 =  𝑀 + 𝑡
∗ 𝑆𝐸

 Here, 𝑡∗ is the critical value from t-
distribution with 𝑈 − 𝐿 − 1 degrees of 
freedom
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3.4 = 3

𝑥 - floor

𝑥 - ceiling

3.4 = 4

2 = 2 = 2





Confidence interval of the median: approximation

 Sample 𝑥1, 𝑥2, … , 𝑥𝑛

 Sorted sample 𝑥(1) ≤ 𝑥 2 ≤ ⋯ ≤ 𝑥(𝑛)

 Find two limiting indices:

𝐿 =
𝑛

2
−

𝑛

4

𝑈 = 𝑛 − 𝐿

 Standard error of the median

 𝑆𝐸 =
x 𝑈 − 𝑥(𝐿+1)

2

 Confidence intervals

 𝑀𝐿 =  𝑀 − 𝑡
∗ 𝑆𝐸

 𝑀𝑈 =  𝑀 + 𝑡
∗ 𝑆𝐸

 Here, 𝑡∗ is the critical value from t-
distribution with 𝑈 − 𝐿 − 1 degrees of 
freedom

Example

 Weighed 9 mice: 14.9, 22.0, 15.6, 19.1, 
21.4, 20.6, 20.1, 24.8, 18.6 g

 Sorted sample:

 Median is  𝑀 = 20.1 g

 𝐿 = 4.5 − 1.5 = 4 − 2 = 2

 𝑈 = 9 − 2 = 7


 𝑆𝐸 =

21.4−18.6

2
= 1.4 g

 𝑡∗ = 2.776 for 4 d.o.f.

 95% CI is [16.2, 24.0] g
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𝑖 1 2 3 4 5 6 7 8 9

𝑥(𝑖) 14.9 15.6 18.6 19.1 20.1 20.6 21.4 22.0 24.8

𝑳 + 𝟏 𝑼



Confidence interval of the median: example
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Please leave your feedback forms on the table by the door


